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1 Opis zagadnienia naukowego - tematyka rozprawy, ocena
celu rozprawy

Wspélezednie w dwiecie finanséw obserwujemy gwaltowny wzrost zainteresowania sztuczng inteligen-
cja, wykorzystaniem na niespotykang dotad skale danych wysokiej czestotliwodei, czy zastosowaniem
uczenia maszynowego w odniesieniu do modelowania szeregow finansowych. Niniejsza rozprawa wpi-
suje si¢ w ten nurt - Autor podejmuje sie badania wykorzystania sieci uczenia glebokiego (ang. deep
learning) w polaczeniu z metodami ekonometrii finansowej do predykeji szeregéw finansowych. Doboér
problematyki badawczej uwazam za wlagciwy i uzasadniony. W srodowisku akademickim toczy sie
spor o wyzszoS¢ jednego z kierunkow. Rozprawa jest préba doéé oryginalnego zharmonizowania obu
podejsé.

Glownym celem pracy jest "opracowanie modeli predykcyjnych, opartych na metodach uczenia gle-
bokiego, oraz wskazanie mozliwosdci i potencialnych kierunkow ich wykorzystania, o takze przeprowadze-
nie analizy ich efektywnosci rozumiane; jako trafnosé predykcyi w prognozowaniu szeregow czasouych
(logarytmicznych) stép zwrotu aktywow finansowych oraz ich zmiennosci". Uwazam, ze tak sformulo-
wany cel pracy ma znaczenie przede wszystkim w wymiarze empirycznym. W pracy znalazly sie opisy
metod konstrukeji modeli hybrydowych, doboru hiperparametréw w sieciach neuronowych, wyboru
funkeji straty, sposobéw poréwnania prognoz i okreslenie miernikéw trafnogci predykeji. Wszystkie te
elementy maja znaczenie w konteksécie prognozowania zwrotéw i zmiennodci, a ich rezultat jest istotny
W procesie zarzgdzaniu portfelem inwestycji czy zarzadzania ryzykiem. W rozprawie wykorzystano po-
dejscie dynamiczne, co jest bez watpienia wskazane uzasadnione w szybko zmieniajacym sie otoczeniu
rynkowym.

Podstawowym wkladem Doktoranta jest przeprowadzenie rozbudowanych badani empirycznych,
w ramach ktorych poréwnano prognozy z modeli "tradycyjuych", progunozy z wykorzystaniem ucze-
nia glebokicgo i podejscia hybrydowe. Prognozowaniu podlegaly zaréwno zwroty, jak i zmiennogé.
Uwzgledniono zaréwno prognozy punktowe, jak i prognozy probabilistyczne. Rozprawa zawicra pewne
elementy nowatorskie - w toku pracy przedstawiono autorsky propozycje modeli hybrydowych wykorzy-
stujacych uczenie glgbokie i metody ekonometrii finansowej (ARMA-GARCH-LSTM) w prognozowaniu
punktowym oraz propozycje wykorzystania uczenia glebokiego w prognozowaniu probabilistycznym.
Tym samym rozprawa wpisuje si¢ w aktualny nurt badail w zakresie finanséw empirycznych.



2 Charakterystyka zawartosci rozprawy

Rozprawa sktada sie z szesciu rozdzialéw, wstepu, zakoticzenia i aneksu. Caly tekst miesci sie na 230
stronach. Rozprawa jest uzupelniona obszerng bibliografia, spisem rysunkow i spisem tabel. Pierwsze
trzy rozdzialy majg charakter teoretyczny, czwarty teoretyczno-empiryczny, a ostatnie dwa sa rozdzia-
tami empirycznymi. Struktura pracy w mojej ocenie jest prawidlowa.

W rozdziale pierwszym krotko opisano podziat rynkéw finansowych oraz przedstawiono stan badan
w zakresle prognozowania finansowych szeregdéw czasowych w nurcie ekonometrii finansowej i nurcie
sicci neuronowych (uczenia glebokiego).

W rozdziale drugim zaprezentowano narzedzia ckonometryczne stuzace do modclowania i progno-
zowania finansowych szeregow czasowych. Oméwiono empiryczne wlasnogei tychze szeregéw. Nastep-
nie przedstawiono rézne podejécia w szacowaniu zmiennoscei, uwzgledniajac miary nieparametryczne.
Przedstawiono i opisano modele wykorzystywane do prognozowania zwrotoéw i zmiennoéci, przy czym
szczegbdlny nacisk potozono na modele ARMA-GARCH. Omoéwiono rézne specyfikacje tychze modeli,
jak réwniez prognozowanie w ramach modeli ARMA-GARCH. Rozdzial zakoticzono punktem poswie-
conym ocenie zdolnosci predyktywnych modeli w kontekscie szacowania ryzyka rynkowego.

Rozdzial trzeci po§wigcony jest sieciom neuronowym z wykorzystaniem uczenia glebokiego. Przed-
stawlono w nim podstawowe architektury sieci neuronowych, kwestie zZwlgzane z uczeniem sieci, omé-
wiono stosowane algorytmy, a takze problematyke dostrajania hiperparametréw sieci. W rozdziale
zawarto tez omoéwicnie wybranych publikacji naukowych z zakresu wykorzystania uczenia glebokicgo
W proguozowaniu finansowych szeregéw czasowych.

W rozdziale czwartym przedstawiono autorskie propozycje modeli, w ktérych obok metod eko-
nometryeznych wykorzystano elementy sieci neuronowych. Na wstepie oméwiono modele hybrydowe
znane w literaturze, a nastepnie przedstawiono propozycje modeli hybrydowych stosowanych w mo-
delach punktowych prognoz zmiennoéci i prognozowaniu rozkltadéw prawdopodobieristwa wybranych
szeregbw czasowych.

Rozdzial piaty, w calosci empiryczny, dotyczy oceny omawianych specyfikacji. Najplerw poréwny-
wano modele zbudowane z wykorzystaniem sieci neuronowych, biorac pod uwage prognozy punktowe
I strategie inwestycyjne wykorzystujace prognozy z tychze modeli, a nastepnie podobne procedure
przeprowadzono w odniesieniu do modeli ekonometrycznych i hybrydowych. W ostatniej czedcl zapre-
zentowano wyniki uzyskane przez modele prognoz probabilistycznych.

W rozdziale széstym przeprowadzono analize poréwnawczg wynikow uzyskanych z najlepszych mo-
deli. Oméwiono realizacje celow badawcezych i poszezegdlne hipotezy. Przedstawiono zalety i ograni-
czenia wynikajace ze stosowania metod uczenia gtebokiego i zaproponowano dalsze kierunki badan.

Strona formalna pracy nie budzi wiekszych zastrzezeri. Praca jest napisana w sposéb doéé jasny i
zrozumialy dla czytelnika.

We wstepie pracy sformutowano nastgpujaca hipoteze glowna: modele predykcyjne oparte na me-
todach uczenia gtebokiego mozna efektywnie wykorzystywad do prognozowania finansowych szeregéw
czasowych w postact logarytmicanych stép zwrotu, oraz ich zmiennoéci. Ponadto w pracy sformuto-
wano siedem hipotez badawczych. Realizacje celéw badawczych i odniesienie do hipotez badawczych
omowiono w podsumowaniu wynikéw w rozprawie (punkt 6.2).

3 Uwagi ogolne

Zidentyfikowany przez Autora problem badawczy, okreslony cel pracy oraz sformulowane hipotezy,
gléwna i pomocnicze, uznaje za wazne z naukowego punktu widzenia i oceniam pozytywnie. Proble-
matyka poruszana w pracy jest bardzo wymagajaca. sam opis przeprowadzonych badan powinien by¢
logiczny i konsekwentny. Doktorant - pomimo pewnych niescistosci wymienionych ponizej - poradzit
sobie z bardzo ambitnym zadaniem. Ponizej zamieszczam uwagi, ktére nasunely mi sie w trakcie
lektury.

W mojej ocenie zawarto$¢ rozdzialu pierwszego mieszczacego sie na stronach 9-17 nie do korica
odpowlada tytutowi rozdziatu. Podrozdzial 1.1.1 jest bardzo ogolny i nie przystaje do reszty pracy. Z

racji, zc w dalszej czesci pracy w badaniach empirycznych wykorzystywanc sa zroéznicowanc indeksy



gieldowe, warto byloby nieco szerzej omowié sposob tworzenia indekséw na rynkach, biorac pod uwage
podzial na indeksy dochodowe i indeksy cenowe, czy tez indeksy typu blue chip i indeksy szerokiego
rynku. Dyskusyjne jest takze to, czy ETFy sa instrumentami pochodnymi (s. 11 rozprawy). Stan
badan w obu nurtach, ekonometrii finansowej i sieci neuronowych, jest potraktowany doéé¢ skrétowo i
pytanie, czy jest on potrzebny, majac na uwadze fakt, iz w pozniejszych rozdziatach, drugim i trzecim,
pojawia si¢ omowienie publikacji z tych dwéch nurtéw.

W drugim rozdziale jednym tchem wymienia sie zmiennogé historyczng i zmienno$é zrealizowana.
W kontekscie dalszych badan nie ma potrzeby omawiania zmicnnosei zrealizowanej, ale jezeli jest ona
wspomniana, to wypadatoby poruszyé kwestig zwrotu nocnego w szacowaniu wariancji zrealizowanej,
dodatkowej miary zmienno$ci jaka jest zmiennogé zrealizowana dzienna, i dopiero wtedy przedstawi¢
korekte Martensa. Byloby to zreszta uzasadnione w kontekscie estymatora Garmana i Klassa z rozsze-
rzeniem Yanga i Zhanga. Aktualna nazwa tego estymatora w pracy (estymator zmodyfikowany o skoki
migdzy cenami otwarcia i zamkniecia), jak rowniez ostatnie zdanie s 2.3.2, nie oddaja sedna sprawy -
chodzi o skoki miedzy cena zamkniecia w dniu ¢t — 1 i ceng otwarcia w dniu ¢. Skoro w dalszej pracy
wykorzystywany jest estymator Garmana i Klasa, to byloby wskazane troche szerzej przedstawié te
estymatory (bo jest ich kilka) i wyjasnic, dlaczego wybrano akurat ten.

Wykres 3.12 prezentujacy schemat dziatania funkcji wezesnego zatrzymania dla zbioru uczacego i
walidacyjnego pojawia sie przed podpunktem 3.2.4. poswigconym podziatowi zbioru danych w procesie
uczenia 1 testowania. Kolejnosé powinna byé¢ odwrotna - najpicrw opis zbioréw, péznicj wykres.

Warto byloby nicco szerzej nzasadni¢ dobor szeregow do badania empiryczuego - sposrod wybra-
nych indekséw jeden (DAX) byt indeksem 30 najwiekszych spotek (od korica wrzesnia 2021 w sklad
DAX wchodzi 40 spotek), w sktad BOVESPA wchodzi nieco ponizej 100 akcji, za$ pozostale indeksy
sq tzw. Indeksami szerokimi. W badaniach empirycznych DAX czesto jest zastepowany indeksem
STOXX 600 dla Europy.

Dobér funkcji straty jest faktycznie jednym z istotnych czynnikéw w procesie budowy sieci, ale w
pracy brakuje uzasadnienia dla wyboru MADL. Podobnie tez nie wyjadniono wystarczajaco, w jaki
sposob powstaly krzywe kapitatowe. Wykresy tych krzywych bytyby bardziej czytelne, gdyby w opisie
uwzgledniono informacje, ze strategia B&H jest tg strategig z ktérej wynikami poréwnuje sie wyniki
strategii LS 1 LO.

W odniesieniu do prognozowania zmiennosci stosowanc sg dwa podejdcia - w jeduym Doktorant
poréwnuje rezultaty z nicparametryczng miarg Garmana i Klassa, GKYZ (5.5.1 Ocena trafmosel pro-
gnoz punktowych zmiennosci), a w drugiej odnosi sie do pomiaru ryzyka rynkowego (nazywanego w
pracy kapitalowym) (5.5.2 Ocena trafnosci prognoz ryzyka uzyskanych przy pomocy modeli hybrydo-
wych). W jednym i drugim przypadku chodzi o prognozy punktowe zmiennodci, jak réwniez w obu
przypadkach poréwnane sa modele hybrydowe i modele klasy GARCH. Zbieznogé tytutdw jest nieco
mylaca.

W rozdziale szostym zestawiono wyniki przeprowadzonych obliczeri. Szkoda, ze zrezygnowano z
poréwnania tych samych modeli w tabeli 6.1. W trakcie lektury tego rozdzialu nasuwa sie pytanie,
jakie znaczenie dla uzyskanych wynikéw ma to, ze w okresie testowym dominuje tendencja wzrostowa -
Autor rozprawy zwraca na to uwagg, ale nie przedstawia szerszej interpretacji. Kolejne pytanie dotyczy
tego, na ile mozna polegaé¢ na prognozach zmiennosei, ktére nie spetniaja zalozen w obszarze wartodci
zagrozonej (tak jest np. dla NTKKEI225, tabela 6.3, czy DAX - 6.4).

Prace uzupcelnia ancks, w ktérym znalazla sie czgs¢ wynikéw. Niewatpliwie warto byloby takze
dotaczy¢ kod zrodlowy - pozwolitoby to na glebsza ocene oryginalnodci przyjetych rozwiazan.

4 Uwagi dodatkowe

e Struktura pracy: Podpunkt 1.1.2 zatytutowanych jest Prognozowanie instrumentow finansowych
- lepiej bytoby zastosowa¢ Prognozowanie finansowych szeregow czasowych (zreszta takie sfor-
mufowanie pojawia sie potem w tekscie), Podpunkt 2.2.2. Stopy zwrotu sa niepotrzebnie z duze;j
litery - w praktyce mozna mowié krocej o zwrotach (thumaczac bezposrednio 7 angielskiego re-
turns), Podpunkt 2.3.3. Transformacje cstymatoréw zmiennosci nic przystaje do pozostatych
podpunktéw (jest rozszerzeniem 2.3.1).



o Wspolautorka pracy Waldemara Tarczyniskiego byla Magdalena Mojsiewicz (w rozprawie nie-
wladciwa odmiana nazwiska). Pisownia nazwiska Janusza Brzeszczyiiskiego jest niewlasciwa (i
zamiast n).

e Nie ma czegos takiego jak nagbardziej optymalny moment - s. 85 ... funkcja wezesnego zatrzy-
mania umozliwiajgca zatrzymanie procesu uczenia si¢ w nagbardziej optymalnym momencie.

o KOSPI jest nazwa indeksu, a nie nazwa gietdy w Korei (s. 96).

e W pracy jest sporo bledéw, zaréwno jezykowych (literowki, nieprawidlowe formy), jak i inter-
punkeyjnych. Nie sposob ich wszystkich przytoczyc, wymienie kilka: s. 11 za zamiast z, s. 13
nizq zamiast nizszq, s. 14 animalizowane zamiast analizowane, s. 14 niepotrzebne zuzycie cen
energii - chyba zuzycie energii, s. 14 znaczenie zamiast znacznie, s. 16 metodami zamiast metod,
s. 32 praz zamiast oraz, s. 53 niepewnosci zamiast niepewnosé, s. 71 za ilosé zamiast ilosé, s. 74
niewielkq zamiast niewielka, s. 75 w podtytule uczenie niedazorowane zamiast nienadzorowane,
s. 77 taicuchy Markowa sa z malej litery zamiast z duzej, s. 85, 7. linijka od dotu - niepo-
trzebne stowo sg. s. 142 w tytule prognoz punkowych zamiast punktowych, s. 160 konturowanych
zamiast Konstruowanych.

e Co to jest analiza wykresowa? (s.117, 5.147),
e Zanikajacy gradient pojawia sie dwukrotnie, na stronie 66 i 82 z tym samym cytowaniem.

e Co oznacza sformulowanie, ze wyniki uzyskane przez poszczegolne specyfikacje modelowe mogq
nie byé optymalne?

e Skrot ANN nie jest wyjasniony.

o Warto bytoby powolywac sie na bardziej precyzyjne cytowania niz wikimedia.com (rys. 3.7).

5 Konkluzja

Moja ocena rozprawy doktorskiej jest pozytywna. Doktorant wykazal si¢ umiejetnoscia samodzielnego
prowadzenia pracy naukowej, prezentujac oryginalne rozwigzanic problemu naukowego. Podjcta tema-
tyka badawcza wpisuje sic w nurt docickar prowadzonych w ramach finans6w empirycznych w wielu
znaczacych osrodkach akademickich. Wymagata ona od Doktoranta wiedzy teoretycznej w kilku obsza-
rach, ekonometrii finansowej, sieci neuronowych, czy zarzadzania portfelem inwestycji. Nie sposob tez
pomingc¢ nakladu czasu na wykonanie obliczen w R i Pythonie oraz interpretacje uzyskanych wynikéw.

O jakosci i poziomie badan Doktoranta swiadczy takze praca opublikowana w czasopi§mie Sensors,
o zblizonej problematyce (Michatkéw, J., Sakowski, P., & Slepaczuk, R. (2022). LSTM in algorithmic
investment strategies on BTC and S&P500 index. Sensors, 22(3) doi:10.3390/s22030917).

Biorac pod uwage powyzsze stwierdzam, ze recenzowana praca doktorska Pana mgr. Jakuba Mi-
chankowa zatytulowana Metody uczenia gtebokiego w prognozowaniu finansowych szeregow czasowych
spetnia nalezycie wymogi Ustawy Prawo o szkolnictwie wyzszym 1 nauce i wnosze o jej dopuszczenie

do publicznej obrony.
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