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Recenzja

Przedmiotem tej recenzji jest rozprawa doktorska mgra Jakuba Micharikdwa zatytutowana ,,Metody
uczenia gtebokiego w prognozowaniu finansowych szeregéw czasowych”. Promotorem rozprawy jest
dr hab. inz. Janusz Morajda, profesor UEK, a promotorem pomocniczym dr tukasz Kwiatkowski.
Rozprawa jest przedstawiana Radzie Dyscypliny Ekonomia i Finanse UEK . Podstawg do sporzadzenia
tej opinii jest pismo Dyrektora Szkoty Doktorskiej UEK prof. gr hab. inz. Stanistawa Popka z dnia
18.07.2022 nr RDC.600.3.3.2022.

Opiniowana rozprawa jest bardzo obszerna, liczy 232 stronice i dzieli sie na Wstep, 6 rozdziatéw
szczegdtowych, Zakoriczenie i Aneks. Praca zawiera niezwykle bogatg bibliografie (23 stronice gesto
wypetnione pozycjami literatury, chociaz trudno sprawdzié, czy wszystkie wymienione pozycje sg
cytowane w tresci rozprawy) a takze spis rysunkow i spis tabel. Biorgc pod uwage wystepowanie w
rozprawie licznych skrétéw i akroniméw — bytoby bardzo korzystne dodanie na poczatku pracy
wykazu .owych licznych skrétow i akronimdéw wraz z objasnieniami. W pracy jest tych skrétow i
akroniméw mndstwo, zdarzajq sie miejsca w pracy, w ktérych bywa uzytych kilka takich
wieloliterowych skrétéw w jednym zdaniu, a nie kazdy czytelnik ma w pamieci petng mape znaczen
niesionych przez te skroty. W takim przypadku szybki rzut oka do wykazu skrétéw bywa bardzo
przydatny. Wiekszo$¢ doktorantéw dla wtasnej wygody takie spisy skrotéw sporzadza i umieszcza na
poczatku rozprawy, co jest bardzo pozyteczne. Niestety mgr Micharnkdw tego nie zrobit, co mnie

osobiscie bardzo utrudniato czytanie i ocene dysertacji.

Generalnie jednak struktura pracy jest logiczna i czytelna, a sposéb prowadzenie wszystkich
wywoddw jest dobrze uporzadkowany dzieki konsekwentnemu organizowaniu tekstu

w hierarchiczne ustrukturowany dendryt rozdziatéw, podrozdziatéw i punktéw.
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Ocena celu i zakresu badan oraz przedstawionej hipotezy naukowej

Wstepnie cel i zakres badari zostat wskazany (w sposob bardzo poprawny) w tytule ocenianej

rozprawy. Dodatkowo Doktorant przedstawit cel pracy i hipotezy badawcze na stronie 2, piszac:

Gtéwnym celem pracy jest opracowanie modeli predykcyjnych, opartych na metodach uczenia
gtebokiego, oraz wskazanie mozliwosci i potencjalnych kierunkéw ich wykorzystania, a takze

przeprowadzenie analizy ich efektywnosci (... )

Poniewaz wczeéniej we wstepie stwierdzono, ze chodzi o badanie rynkow finansowych,
prognozowanie stép zwrotu, zmiennosci oraz szacowanie ryzyka — cel jest dobrze zrozumialy. Cel
generalny jest rozbity dalej na osiem celow czedciowych, ktérych tutaj nie bede przytaczat, ale ktore
zdecydowanie aprobuje jako w petni odpowiadajace ustawowym i zZwyczajowym wymaganiom

zwigzanym z rozprawami doktorskimi.

Ze sformutowanego gléwnego celu pracy i wzmiankowanych celow szczegdtowych wynika gtéwna
hipoteza rozprawy. Zanim jg wymienig, chciatbym podzieli¢ sie pewna subiektywna uwaga
terminologiczng. Zwykle w rozprawach doktorskich, ktore miatem okazje recenzowal (a przed
recenzjg rozprawy K. Micharikéwa recenzowatem 336 innych doktoratéw w Polsce i za granicg), mowi
sie o tezie rozprawy, traktowanej podobnie jak teza w matematyce, czyli jako co$, co nalezy
udowodnié. Cata treé¢ rozprawy stuzy wtedy jako dowod owej tezy, a na koricu dysertacji mozna
wpisaé uzywana od starozytnosci formutke QED (Quod Erat Demonstrandum - co nalezato
udowodni¢). Taka pointa tadnie by podsumowywata wnioski zawarte w zakonczeniu rozprawy (str.

179 - 180)!

Uzyty przez Doktoranta rzeczownik hipoteza oznacza (wedtug stownika) pewne przypuszczenie lub
domyst. Hipoteza w pracy naukowej takze wymaga konfirmacji lub falsyfikacji, ale w moim odczuciu
ma to mniej rygorystyczny charakter, niz w przypadku postawienia pewnej tezy. Ale to oczywiscie

wylacznie sprawa indywidualnego upodobania jezykowego.
Akceptujac nazwe hipoteza, uzyta przez mgra Micharikowa stwierdzam, ze jej brzmienie:

(...) modele predykcyjne oparte na metodach uczenia gtgbokiego mozna efektywnie
wykorzystywa¢ do prognozowania finansowych szeregdw czasowych w postaci

logarytmicznych stép zwrotu, oraz ich zmiennosci.

odpowiada zatozonemu celowi pracy, ktdrego aprobate deklarowatem wyzej.




Oméwienie tresci pracy i ocena naukowych wynikéw, jakie sg w niej

przedstawione

Gtéwna hipoteze podzielono w tekscie Wstepu na 7 hipotez szczegbtowych, ktére potem w tekscie
pracy byly kolejno dowodzone, zgodnie z zadeklarowang w tymze rozdziale metodyka badan. Do
hipotez szczegdtowych nie mam zastrzezeri i uwazam, ze ich kolejne dowodzenie bedzie krok po
kroku zbliza¢ Autora rozprawy do wykazania prawdziwosci gtéwnej tezy, czyli do wyniku naukowego,
ktory bedzie (docelowo) podstawa wniosku o nadanie stopnia naukowego doktora. Natomiast do

opisu metodologii mam nastgpujgcg uwage:

Metodologia jako taka jest poprawnie zbudowana, a jej stosowanie doprowadzi do finalnego
sukcesu. Ale w opisie tej metodologii pojawiaja sie skréty, ktére dla wielu czytelnikéw beda
niezrozumiale. Autor zdaje sobie z tego sprawe, bo znaczenie tych skrétow (i wiasciwosci zwigzanych
7 nimi narzedzi ekonometryczne stosowane do modelowania i prognozowania instrumentow

finansowych) szczegdtowo opisuje w rozdziale 2. Ale zanim te omdwienia i wyjasnienia zostang

przedstawione —w ,Metodologii...” pojawia sig obszerna wzmianka o modelu GARCH i jego

odmianach, albo o sieciach gtebokich LSTM, czyli o sprawach znanych jedynie waskiemu gronu
specjalistéw. Mgr Micharikéw wie o tym, bo w dalszej czedci rozprawy owe trudne i mato znane
terminy starannie wyja$nia. Ale wktadajac je bez objasnieri do podrozdziatu ,Metodyka badan” zaraz
na pierwszych stronicach rozprawy sprawia, ze wielu czytelnikéw w tym momencie zrezygnuje ze
studiowania pracy w przekonaniu, ze to daremny trud, poniewaz tego najzwyczajniej w Swiecie nie da

sie zrozumiec!

Szczesliwie jesli czytelnik przetrwa ten ogtuszajacy cios — dalej napotyka bardzo dobrze zredagowany

rozdziat 1, w ktérym omdwione sa podstawowe podejscia do predykcji finansowych szeregow

czasowych, a takze oméwione s3 (ale bardzo skrétowo) sieci neuronowe. Rozdziat ten ma charakter

literaturowy, wiec jego zawartos¢ nie wptywa na koricowa oceng dysertabilnosci rozprawy, ale jest
on bardzo potrzebny, zeby zrozumie¢, co wiasciwie Autor robi i do czego dazy. Ponadto rozdziat ten

osadza prace mgra Micharikdwa w szerokim kontekscie pismiennictwa naukowego krajowego i

zagranicznego, co znaczaco utatwia oceng stopnia oryginalnosci jego wiasnych badar.

Podobne uwagi mozna odnie$¢ do rozdziatu 2, w kt6rym opisane sg znane z literatury

ekonometryczne modele jednowymiarowych finansowych szeregdw czasowych, ze szczegéinym

uwzglednieniem modeli klasy ARMA-GARCH. W rozdziale tym opisano empiryczne wiasnosci
finansowych szeregéw czasowych, zmiennosc¢ finansowych szeregéw czasowych, modele klasy

ARMA-GARCH , prognozowanie stop zwrotu i ich zmiennosci w ramach modeli klasy ARMA-GARCH



oraz ocena zdolnosci predyktywnych modeli w konteksécie szacowania ryzyka kapitalowego. Oceniany
rozdziat napisany jest na bardzo wysokim poziomie i znamionuje bogatga i nowoczesng wiedzg
Doktoranta — ale podobnie jak poprzednio oméwiony rozdziat pierwszy rozprawy — bazuje giéwnie na
literaturze przedmiotu, nie wnosi wigc wiasnych naukowych osiggnie¢ Autora i nie moze by¢
podstawg do wydania finalnej opinii o zasadnosci (badz braku zasadnosci) przyznania mu stopnia

naukowego doktora, bo tam liczg sie gléwnie oryginalne osiggniecia naukowe Doktoranta.

Rozdziaty o numerach 1 i 2 przedstawiaty (bardzo erudycyjnie!) cel, ku ktéremu zdazat w swojej pracy
mgr Michankéw. Natomiast rozdziat 3, takze jeszcze literaturowy, charakteryzuje narzedzie, ktérym
Doktorant sie postugiwat. Konkretnie mowa jest w tym rozdziale o sieciach neuronowych
wykorzystujacych metode gtebokiego uczenia. Punktem wyjscia w przedstawianym opisie s3 sieci
MLP, potem omawiane sg sieci rekurencyjne, a nastgpnie sieci LSTM, GRU i sieci CNN. Te ostatnie,
opisywane jako sieci konwolucyjne, z moich obserwacji literatury wynika, ze sg najszerzej znane i
najchetniej stosowane. Dobrze, ze Doktorant poswiecit im duzo miejsca w omawianym rozdziale i
objaénit ich dziatanie w sposéb bardzo solidny. W ogéle solidnoé¢ cechuje mgra Michankowa w catym
ocenianym rozdziale numer 3, czego $wiadectwem jest zawarto$¢ podrozdziatu 3.1.4, w ktérym
dokonany zostat przeglad innych typéw sieci gtebokich, ktérym Doktorant zapewne przygladat sig
jako mozliwym, chociaz w pracy ostatecznie nie uzytym, narzgdziom modelowania i prognozowania

finansowych szeregéw czasowych.

Waing czeécig literaturowego przygotowania do wiasnych badan Autora jest zamieszczony w
podrozdziale 3.2 przeglad zagadnier zwigzanych z uczeniem sieci oraz oméwiony w podrozdziale 3.3
algorytm dostrajania hiperparametréw sieci. Przystepujac do tworzenie wtasnych modeli
finansowych szeregéw czasowych z wykorzystaniem metod uczenia gtebokiego - mgr Michankow
przeanalizowat starannie liczne prace innych autoréw poswigcone temu samemu zagadnieniu. Ten
przeglad zamieszczony w podrozdziale 3.4 jest chwalebnym dowodem pracowitosci i dociekliwosci
Autora. Niemniej doceniajac warto$é catego trzeciego rozdziatu rozprawy musze uzy¢ tego samego
sformutowania, ktérym domykatem omdwienie rozdziatéw 1 i 2: Rozdziat ten ma charakter

literaturowy, wiec jego zawartos¢ nie wptywa na koricowa ocene dysertabilno$ci rozprawy.

Natomiast rozdziatem, ktéry bez watpienia zawiera oryginalne osiggnigcia naukowe Doktoranta, jest
rozdziat 4. W rozdziale tym zostato zaprezentowane autorskie rozwigzanie mgra Michankowa
polegajace na potgczeniu metod ekonometrycznych z sieciami uczenia gtebokiego. Pomyst
zastosowania takiego rozwigzania hybrydowego byt wczedniej rozwazany takze i przez innych
autoréw, dlatego Doktorant w podrozdziale 4.1 przedstawia owe koncepcje innych autorow, ktére

zapewne byly inspiracjg do opracowania jego wtasnej metody i dyskutuje uzyskiwane przez tych




autoréw wyniki. Natomiast w podrozdziale 4.2 mgr Michankow przedstawia propozycje swoich
modeli, ktére maja strukture hybrydowa podobnie jak modele omawiane w podrozdziale 4.1, ale
zawierajg sporo oryginalnych koncepcji wprowadzonych eksperymentalnie przez Doktoranta

i gruntownie przebadanych.

Jako pierwszy prezentowany jest hybrydowy model punktowych prognoz zmiennosci. Sktada sig on z
czeéci wstepnej wykorzystujacej metody ekonometryczne ARMA-GARCH (odpowiednio ,dostrojone”
do rozwigzywanego zadania), nastepnie w czesci centralnej uzyto sieci gtebokiego uczenia typu LSTM,
a na koricu zastosowano estymator zmiennosci GKYZ. Autor opisujac swoj system wskazuje na
elementy bedace jego twérczymi rozwinigciami koncepcji pojawiajacych sie w opracowaniach innych
autoréw i zapowiada ich badanie w rozdziatach 5 i 6 rozprawy, co bedzie dalej omdéwione i ocenione.
Natomiast sama koncepcje systemu przedstawiona w podrozdziale 4.2.1 oceniam zdecydowanie

pozytywnie,

Na moja pozytywng ocene zastuguje tez przedstawiony w rozdziale 4.2.2 mode! prognoz
probabilistycznych, ktéry dostarcza wartosci parametrow rozktadéw prawdopodobieristwa stop
zwrotu, co pozwala na wykorzystanie tych rozktadow w prognozowaniu ryzyka kapitatowego. Jak sam
Autor przyznaje, podobne podejscia pojawialy sig juz wczeéniej w opracowaniach innych badaczy, ale
tam z reguly zmierzano do wyznaczenia parametréw rozktadu normalnego, przyjmowanego z gory
jako jedyna mozliwo$¢. Natomiast metoda opisana w recenzowanej pracy nadaje sig takze do
okreélenia parametréw innych rozktadéw, czesto wykorzystywanych w modelowaniu finansowym,
takich jak rozktad t-Studenta i sko$ny rozkfad t-Studenta. Szczegodlnie ten ostatni stwarzat trudnosci,
gdyz brakowato informacji o postaci funkcji straty (NLL) dla tego rozktadu. Wyznaczenie tej funkcji
oraz implementacja algorytmu, ktéry moze oblicza¢ jej wartosci jest niewatpliwie oryginalnym i

wartoéciowym osiggnieciem naukowym Doktoranta.

0gdlng ideg opracowanego przez mgra Micharnkéwa modelu CNN-SSTD przedstawia rysunek 4.2, a
szczegbly prezentujg réwnania od 4.1 do 4.10. Przeanalizowatem opis tego modelu i uwazam, ze jego
konstrukcja, a takze zbadanie (w nastepnych rozdziatach rozprawy) stanowig znaczace osiggnigcie
naukowe Autora, w bardzo istotny sposéb przyczyniajace sie do wniosku o nadanie mu (po obronie)

stopnia naukowego doktora.

Kolejny rozdziat rozprawy (o numerze 5) po$wigcony jest pracy badawczej Kandydata, zwigzanej
z empiryczng ewaluacjg modeli predykcyjnych. Mgr Michankéw bardzo profesjonalnie podchodzi do
podjetych badar, przedstawiajac najpierw bardzo rzetelnie charakterystyke analizowanych zbioréw

danych, wraz z obszerng i wnikliwa analiza rozktadéw st6p wzrostu dla szesciu reprezentatywnych




rynkéw kapitatowych i z ciekawymi wstepnymi spostrzezeniami na ich temat. Cze$¢ tych spostrzezen

jest w tresci omawianego rozdziatu, a dalsze zamieszczone sa w Aneksie.

Po doktadnym scharakteryzowaniu danych uzytych w badaniach Doktorant opisat oprogramowanie
wykorzystywane w badaniach (w jezykach Python oraz R), wskazujac takze na wykorzystywane
biblioteki. Scharakteryzowano takie elementy architektury logicznej uzywanego komputera.
Oméwiono takze przyjete przez Autora algorytmy testujgce modele sieci neuronowych, a takze
wykorzystywane dobudowy prostych strategii inwestycyjnych opartych na uzyskiwanych z modelu

prognozach.

W opracowanym i zaimplementowanym oprogramowaniu znalazly sie tez programy umozliwiajace
budowe i wykorzystanie modeli hybrydowych ARMA-GARCH-LSTM, w celu uzyskania punktowych

prognoz zmiennosci, a takze inne programy, pozwalajace na testowanie modeli probabilistycznych.

Wazna czeéciag omawianych w pigtym rozdziale rozprawy badari empirycznych byta optymalizacja
hiperparametréw modeli sieciowych. Zaproponowane przez mgra Michankdéwa metody tej
optymalizacji odznaczajg sie (moim zdaniem) duzym stopniem automatyzacji, co pozwala na
wykonanie bardzo duzej liczby eksperymentéw i na przebadanie duzej liczby hiperparametréw sieci
przy rozsgdnie niewielkim wysitku eksperymentatora. Na uznanie zastuguje fakt, ze Doktorant
budujac swoje oprogramowanie wykorzystywane w badaniach dbat o takie szczegdty, jak przejrzyste
prezentowanie wynikdw w graficznej formie a takze o mozliwoé¢ wielokrotnego wykorzystywania
tych samych programéw w réznych badaniach. Wykorzystujac scharakteryzowana wy:zej
oprogramowanie w podrozdziale 5.3. opisano eksperymenty zmierzajgce do optymalizacji

hiperparametréw modeli sieciowych.

W podrozdziale 5.4. przedstawiono wyniki uzyskane przy prébach stosowania opracowanych modeli
do prognozowania punktowych stép zwrotu. Z oczywistych powoddw mgr Micharikéw oddzielnie
badat tu mozliwoéci sieci neuronowych typu MLP, osobno sieci gtebokich LSTM i osobno CNN.
Ciekawa jest przy tym dyskusja wyboru miernikéw btgdu pozwalajacych na rézne sterowanie
procesem uczenia dla poszczegdlnych typow sieci. Prezentowane w pracy wyniki istotnie wzbogacaja

wiedze na temat stosowania rozwazanych modeli na rzeczywistych indeksach kapitatowych.

Kolejny podrozdziat 5.5. przedstawia wyniki prognozowania zmiennosci i ryzyka. Rozwazane byly
modele ARMA-GARCH a takze modele hybrydowe wykorzystujace dodatkowo sieci rekurencyjne
LSTM o hiperparametrach dostrajanych zgodnie z metodykg opisang w podrozdziale 5.3. Podano

ocene trafnosci prognoz i omowiono uzyskane wyniki.
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Nastepny podrozdziat o numerze 5.6. powigcony jest badaniu procesOw prognozowania rozktadow
prawdopodobiefstw. Analizowana jest trafno$¢ prognoz probabilistycznych oraz trafnos¢ prognoz
ryzyka uzyskanych przy pomocy modeli prognozowania probabilistycznego. Wyniki uwazam za
bardzo interesujace i wiele wnoszace do zasobu wiedzy naukowej w uprawianym przez Doktoranta

obszarze.

0 ile oméwiony wyzej rozdziat 5 opiniowanej rozprawy poswigcony byt empirycznej ewaluacji model
predykcyjnych, o tyle kolejny rozdziat zawiera szczegbtowg analize poréwnawczg wynikow
uzyskanych za pomoca wybranych modeli. Analizowane byty modele punktowych prognoz stép
zwrotu, modele hybrydowe punktowych prognoz zmiennosci oraz modele prognozowania
probabilistycznego. Rozdziat zawiera bardzo wazny podrozdziat zatytutowany podsumowanie
wynikéw, w ktérym Autor dokonuje autooceny realizacji sformufowanych na poczatku rozprawy
celéw badawczych oraz odnosi sig do postawionych tamze hipotez badawczych. Przestudiowatem
uwaznie przedstawiong argumentacije i zgadzam sig z twierdzeniem Doktoranta, ze sformutowane
cele zrealizowani i postawione hipotezy udowodnit. Dodatkowo bardzo wysoko oceniam krétka
dyskusje zawartg w podrozdziale 6.3, gdzie mgr Michankéw na podstawie swoich bardzo rozlegltych
badar wskazuje zalety i ograniczenia wynikajace ze stosowania metod uczenia gtebokiego. Biorac
pod uwage zainteresowanie wielu badaczy, chcacych stosowaé metody gtebokiego uczenia do

réznych zadan, taki zbiér ,spostrzezen z placu boju” jest bardzo cenny.

Treé¢ rozdziatu 6 koriczy podrozdzial 6.4 w ktérym Doktorant sugeruje kierunki dalszych prac
badawczych. Propozycja ta jest dobrze sformutowana i dowodzi duzej dojrzatosci naukowej mgra

Michankdéwa.

Treé¢ zasadniczej czesci rozprawy domyka rozdziat zatytutowany Zakonczenie. Autor omawia w nim
zawarto$¢ pracy, wskazujac gtowne treci zawarte w poszczegdlnych rozdziatach i deklaruje cheé

kontynuowania swoich badari réwniez po zakoriczeniu przewodu doktorskiego.

Zawarto$¢ pracy uzupetniajg: obszerny Aneks z mnéstwem rysunkow i tabel prezentujgcych wyniki

badar prowadzonych w rozprawie, bardzo obszerna Bibliografia, oraz spisy rysunkoéw i tabel.

Podsumowujac to oméwienie zawartosci rozprawy stwierdzam, ze dokonania mgra Jakuba
Micharnkéwa zawarte w ocenianej pracy zdecydowanie spetniaja wszelkie wymagania ustawowe

i zwyczajowe stawiane rozprawom doktorskim.




Uwagi dyskusyjne
Studiujac te niezwykle obszerna rozprawe stwierdzitem dwa braki:

1. Brak spisu skrétéw i oznaczen — bardzo niedogodny z punktu widzenia czytelnika pracy (o
czym sam sie przekonatem jako recenzent) —ale to jest sprawa mato istotna.

2. Brak streszczenia w jezyku angielskim. Tu sprawa jest powazniejsza, bo zgodnie z art. 187
punkt 4 ustawy z dnia 20 lipca 2018 roku ,Prawo o szkolnictwie wyzszym i nauce” (Dziennik
Ustaw z 2022-06-07) anglojezyczne streszczenie w pracy doktorskiej napisanej w jezyku
polskim jest obligatoryjne. Sugerujg w zwigzku z tym, zeby Autor sporzadzit takie
streszczenie i dotaczyt do wszystkich drukowanych egzemplarzy pracy w postaci wktadki,

a egzemplarz elektroniczny w prosty sposéb uzupetnit.

Praca napisana jest starannie i na wysokim poziomie naukowym oraz edytorskim. Znalaztem w niej
jednak sformutowania btedne, kt6re sygnalizuje Autorowi na wypadek, gdyby zamierzat pracg szerzej

opublikowaé w catosci lub w czesciach (do czego Go zreszty namawiam).

e Na stronicy 94 w teksécie ponad rysunkiem 3.16 brak uzupetnienia numeru tego rysunku.

e Na stronicy 102 jest niewtasciwy sposdb powotania sig na pozycje literatury {,monografie

2020").

e Na stronicy 142 w tytule podrozdziatu napisano ,punkowych zmiennosci”.

Podsumowanie i wniosek koricowy

Opiniowana rozprawa doktorska zdecydowanie spetnia warunki stawiane rozprawom doktorskim w
art. 187 ustawy z dnia 20 lipca 2018 roku ,Prawo o szkolnictwie wyzszym i nauce” (Dziennik Ustaw z

2022-06-07), Wyliczajac kolejno warunki ustawowe moge stwierdzi¢ co nastepuje:

1. Rozprawa doktorska prezentuje ogélng wiedzg teoretyczng kandydata w dyscyplinie albo
dyscyplinach oraz umiejgtnos¢ samodzielnego prowadzenia pracy naukowej lub

artystycznej.

Spetnione. Zawarto$¢ rozdziatéw 1 -3 opiniowanej rozprawy upewnia, Zze Autor posiada bardzo
rozlegla wiedze teoretyczng, a takze potrafit bardzo dobrze zaplanowad i przeprowadzi¢ wszystkie

potrzebne prace badawcze.




2. Przedmiotem rozprawy doktorskiej jest oryginalne rozwigzanie problemu naukowego,
oryginalne rozwigzanie w zakresie zastosowania wynikéw wiasnych badar naukowych w

sferze gospodarczej lub spotecznej albo oryginalne dokonanie artystyczne.

Spetnione. Postawiony w pracy problem naukowy zostat poprawnie rozwigzany, a liczne przyktady

obliczeniowe dowodza, ze stworzone przez Doktoranta modele moga by¢ wykorzystane w sferze

gospodarcze;j.

3. Rozprawe doktorska moze stanowic praca pisemna, w tym monografia naukowa, zbior
opublikowanych i powigzanych tematycznie artykutéw naukowych, praca projektowa,
konstrukcyjna, technologiczna, wdrozeniowa lub artystyczna, a takze samodzielna i

wyodrebniona czes¢ pracy zbiorowe;.

Spetnione. Rozprawa jest dostepna w wersji oprawionej monografii oraz w formie opracowania

elektronicznego.

Jak wspomniatem w punkcie Uwagi dyskusyjne mojej recenzji chwilowo nie jest spetniony nastgpny

warunek:

4. Do rozprawy doktorskiej dotacza sig streszczenie w jezyku angielskim, a do rozprawy
doktorskiej przygotowanej w jezyku obcym réwniez streszczenie w jezyku polskim. W
przypadku gdy rozprawa doktorska nie jest praca pisemna, dotacza sie opis w jezykach

polskim i angielskim.

Jednak nadrobienie tego drobnego zaniedbania jest fatwe do przeprowadzenia przed terminem
oczekiwanej obrony, dlatego wnioskuje do Rady Dyscypliny Ekonomia i Finanse UEK o jej przyjecie
oraz o dopuszczenie jej autora, mgra Jakuba Michankdéwa do jej obrony, a po jej pozytywnym

zakorczeniu bede z przekonaniem gtosowat za nadaniem mu stopnia naukowego doktora.

Praca zastuguje na wyréznienie, bo zgromadzony w niej materiat badawczy zdecydowanie wykracza

poza ramy tego, co zwykle znajduje w recenzowanych dysertacjach tego rodzaju.




