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Recenzja rozprawy doktorskiej mgr. Jakuba Michankowa pt.
»Metody uczenia glebokiego w prognozowaniu
finansowych szeregow czasowych”

Przedmiotem recenzji jest rozprawa doktorska mgr. Jakuba Michankowa pod
tytutem ,,Metody uczenia glebokiego w prognozowaniu finansowych szeregdéw czasowych”,
napisana pod opiekg naukowa prof. Uniwersytetu Ekonomicznego w Krakowie dr. hab.
Janusza Morajdy oraz petnigcego funkcje promotora pomocniczego pracy dr. Lukasza
Kwiatkowskiego. Recenzje przedkltadam na prosbe prof. dr. hab. Stanistawa Popka,
Dyrektora Szkoty Doktorskiej UEK (pismo z dn. 18 lipca 2022 r. na podstawie decyzji Rady
Dyscypliny Ekonomii i Finansow Uniwersytetu Ekonomicznego w Krakowie z dn. 11 lipca
2022 r.).

Ocena celu rozprawy

Tematyka dysertacji dobrze wpisuje si¢ w dyscypline naukowg ekonomia i finanse.
Z powodu zastosowania w niej zaawansowanych narzgdzi ilosciowych — w tym zaréwno
klasycznych modeli ekonometrycznych, jak i rozwini¢¢ sieci neuronowych — przedtozona
dysertacja ma charakter interdyscyplinarny i nowatorski. Wpisuje si¢ w obszar zaréwno
ekonometrii finansowej, jak i nauki o finansach oraz metodach uczenia maszynowego.

Celem rozprawy jest ,,opracowanie modeli predykcyjnych, opartych na metodach uczenia
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glebokiego oraz wskazanie mozliwosci i potencjalnych kierunkow ich wykorzystania,
a takze przeprowadzenie analizy ich efektywnos$ci, rozumianej jako trafnos¢ predykcji
W prognozowaniu szeregow czasowych (logarytmicznych) stop zwrotu aktywow
finansowych oraz ich zmiennosci”. Ten ogolny cel rozprawy jest doprecyzowany za pomocg
az osmiu celéw szczegdtowych oraz siedmiu hipotez badawczych. We Wstepie dysertacji
Autor bardzo dobrze uzasadnia podjeta tematyke rozprawy, motywujac ja zauwazalng luka
badawczag w zakresie mozliwej synergii nowatorskich metod uczenia glebokiego
1 klasycznych metod prognozowania finansowych szeregéw czasowych stop zwrotu.
Uwazam, ze znaczenie naukowe rozprawy doktorskiej i wktad Autora w rozwoj
metod ekonometrii finansowej w Polsce jest bezsprzeczny i zauwazalny. Badania iloSciowe
prezentowane w rozprawie ,buduja most” pomig¢dzy pozornie zupetnie odrebnymi
podejsciami do analizy danych finansowych — klasycznej ekonometrii bazujacej na
wnioskowaniu statystycznym oraz uczeniem maszynowym. Sg waznym uzupelnieniem
dotychczasowych wynikow badan empirycznych w zakresie prognozowania fluktuacji stop
zwrotu. Dysertacja ma warto§¢ zard6wno naukowa jak i utylitarng, prezentuje bowiem
mozliwo$ci odpowiedniego ,,skorygowania” prognoz generowanych przez klasyczne
modele prognostyczne stop zwrotu za pomocg metod sieci neuronowych uczenia
glebokiego. W okresie rosngcej mocy obliczeniowej komputerow, coraz bardziej rozleglych
i roznorodnych zrodet informacji majacych potencjalng warto$¢ prognostyczna, a— z drugiej
strony — w czasie rosngcej niepewnosci na rynkach finansowych, takie niestandardowe
kombinacje réznych narzedzi ilosciowych skutkujg poprawa prognoz ryzyka i maja duza

warto$¢ praktyczng dla zarzadzajacych portfelami aktywow finansowych.

Charakterystyka i ocena zawartos$ci rozprawy

Dysertacja liczy 232 strony, jej ogolna struktura jest klarowna i dobrze przemys$lana.
Autor wyodrgbnit w rozprawie Wstep, sze$¢ rozdziatow o odrebnej zawartosci
merytorycznej oraz Zakonczenie podsumowujace najwazniejsze wnioski.

Pierwszy rozdzial ma charakter ogélny i w bardzo syntetyczny sposob przedstawia
status quo wiedzy w gtownych nurtach ekonometrii finansowej i w zakresie sieci
neuronowych, gtéwnie w obszarze prognozowania finansowych szeregow czasowych stop
zwrotu. Ten rozdziat jest bardzo krotki (niepetnie 9 stron), a zaprezentowany w nim stan
badan w zakresie ekonometrii finansowej Autor zamiescit na zaledwie dwoch stronach, co

W mojej opinii jest zbyt skrotowe I pomija istotne wspotczesne kierunki badan w tym
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obszarze. Mozna byto wspomnie¢ o modelowaniu stop zwrotu w kontekscie teorii wartosci
ekstremalnych, o analizie zdarzen, o specyfice badan mikrostruktury rynku lub
o roznorodnych parametryzacjach rozktadéw wielowymiarowych za pomocg funkcji copula.
Zaktadam jednak, ze intencjg Autora w tej poczatkowej czesci rozprawy jest uwypuklenie
kwestii dotyczacych funkcjonowania rynkéw akcji oraz podejs¢ do prognozowania
warunkowej $redniej i wariancji stop zwrotu.

W drugim rozdziale Autor dokonuje syntetycznego porownania ekonometrycznych
modeli klasy ARMA-GARCH, jako standardowego narze¢dzia opisu wahan stop zwrotu
w kontekscie ich zmiennych w czasie warunkowych momentow: wartosci oczekiwanej oraz
wariancji. W celu umotywowania znaczenia modeli, ich prezentacj¢ shusznie poprzedzit
zestawieniem charakterystycznych teoretycznych i empirycznych wiasnosci stop zwrotu.
Nie mam generalnych zastrzezen do struktury i zawarto$ci merytorycznej rozdziatu. Modele
zostaty poprawnie scharakteryzowane, z uwzglednieniem wszystkich kluczowych zalet
i ewentualnych wad. Autor rozpoczyna prezentacj¢ od standardowego modelu GARCH
z rozkltadem normalnym, przechodzac do réznorodnych uogolnien w zakresie rozkladow
zaktadanych w odniesieniu do sktadnika losowego oraz modyfikacji postaci funkcyjnej
warunkowej wariancji stop zwrotu (GJR-GARCH, EGARCH i APARCH). W drugiej czesci
rozdziatlu Autor zajmuje si¢ m.in. zagadnieniami prognozowania stop zwrotu w oparciu
0 miary prognoz ex post oraz w kontekscie oceny zyskowno$ci strategii inwestycyjne;.
Rozdziatl wienczy prezentacja gtownych miar ryzyka, czyli wartosci zagrozonej (VaR) oraz
oczekiwanego niedoboru (ES), bedacych przedmiotem prognozowania W empirycznej
czgs$ci pracy.

W kolejnym, trzecim rozdziale analizowane sg sieci neuronowe uczenia gltebokiego.
Poniewaz funkcjonowanie sieci, zarowno w kontekscie teoretycznym, jak i w praktyce, jest
kluczowym elementem dysertacji doktorskiej, Autor poswigca tym zagadnieniom bardzo
wiele uwagi, analizujagc rézne rodzaje architektury sieci, aspekty ich uczenia si¢
1 optymalizacji ich dzialania poprzez zmiany wartosci hiperparametrow. Rozdziat dobrze
thumaczy te kwestie, jednak z ekonometrycznego punktu widzenia zabraklo mi, szczegdlnie
na poczatku, proby powigzania prezentowanych metod uczenia maszynowego z metodami
modelowania ekonometrycznego. Przedstawienie modelu prostej regresji jako pewnej sieci
neuronowej pozwoliloby na bardziej intuicyjne zrozumienie dziatania tej drugiej
1 przyczynitoby sie do zachowania wigkszej ciaglosci wywodu w kontekscie wezesniejszych

oznaczen 1 wprowadzonej terminologii. Przykladem moze by¢ pierwsza cz¢$¢ rozdziatu,
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gdzie Autor uzywa wielu nowych pojeé, takich jak ,,wejScia/wyjscia sieci”, ,,wagi polaczen”,
,wektory wejsciowe sieci”, ,,sygnaly wejsciowe” oznaczajac je w sposob podobny do tego,
zgodnie z ktorym wczesniej oznaczal zmienne losowe lub parametry modelu, a nie nadajac
im jakiejkolwiek proby interpretacji w kontekscie terminologii wcze$niej omawianych
modeli ekonometrycznych. Nie twierdzg, ze takie powigzanie dwdch koncepcji opisu
procesOw generujacych dane byloby proste, ale mogloby przyczyni¢ si¢ do lepszego
potaczenia obu czgsci pracy. Waznym elementem rozdziatu jest dokonanie przegladu badan
wykorzystujacych sieci uczenia glgbokiego (LSTM i CNN) w prognozowaniu zmiennych
finansowych. Podoba mi si¢, ze Autor zwraca uwage, ze w dotychczasowych publikacjach
inni badacze pomijaja mozliwos$ci sieci neuronowych, takie jak zréznicowanie zmiennych
wejsciowych do sieci, na przyktad w postaci prognoz generowanych przez réznorodne
specyfikacje modeli zmiennoSci.

Wywod prezentowany w rozdziale czwartym pracy dotyczy mozliwosci potaczenia
klasycznych modeli ekonometrycznych z metodami uczenia giebokiego w tzw. modele
hybrydowe. Istota tych konstrukcji jest potraktowanie samych stop zwrotu 1 ich
transformacji, jak réwniez réznorodnych prognoz zmiennosci generowanych przez roézne
specyfikacje rodziny modeli GARCH, jako informacji wej$ciowych do sieci. W nastegpstwie
takiego dziatania sieci mozliwe jest wyznaczenie prognoz szukanych parametréw rozktadow
stop zwrotu, a W konsekwencji wyznaczenie catych rozktadow warunkowych i ich kwantyli,
czyli warto$ci zagrozonej. Autor stusznie podkre$la kompleksowos$¢ 1 ,.elastycznos$c”
takiego podejscia w przypadku predykcji dynamiki stop zwrotu. Podoba mi sig, ze
proponowane przez siebie autorskie rozwinigcia modeli hybrydowych, na przyktad w
odniesieniu do sko$nego rozktadu t-Studenta, osadza w wynikach dotychczasowych analiz
(np. dla rozktadu normalnego).

Rozdziat piaty jest najwazniejszym elementem rozprawy, bowiem przedstawia oraz
poddaje starannej interpretacji oryginalne, autorskie wyniki analiz na kanwie wspétdziatania
parametrycznych modeli ekonometrycznych z metodami uczenia giebokiego. Przedmiotem
badania sg dzienne logarytmiczne stopy zwrotu z indekséw akcji trzech rynkow
rozwinigtych, tj. S&P 500, DAX i NIKKEI 225 oraz trzech rynkéow wschodzacych:
BOVESPA, WIG i KOSPI. Prezentacja wynikéw badania ma klarowng strukture. Na
wstepie Autor przedstawia elementy statystyki opisowej stop zwrotu, akcentujac
charakterystyczne wlasnos$ci empirycznych rozkladow stop zwrotu, a takze wtlasnosci

dynamiczne (efekt skupiania zmiennosci). Moim zdaniem nieco niepotrzebnie analizowane
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sg wspotzaleznosci pomiedzy roznymi stopami zwrotu, bowiem analiza wielowymiarowa
(w formie wielowymiarowych modeli hybrydowych) nie jest kontynuowana w dalszej czesci
rozprawy. Czg$¢ empiryczna pracy odnosi si¢ do trzech réznych obszaréw: (1)
prognozowania punktowego stop zwrotu, (2) prognozowania zmiennosci i ryzyka oraz (3)
prognozowania warunkowych rozktadéow stép zwrotu. W zalezno$ci od problemu
badawczego Autor stusznie dobiera rozne zbiory informacji wejSciowych (wartosci stop
zwrotu i ich odpowiednie transformacje) oraz architekturg sieci.

Szczegdlowe 1 staranne poréwnanie wybranych najlepszych specytfikacji stop
zwrotu, gldwnie w konteks$cie ich wlasnosci prognostycznych, jest rowniez kontynuowane
w szOstym rozdziale pracy. Autor dokonuje w nim poréwnania wynikow osiagnigtych przez
najlepsze specyfikacje modeli.

Uwazam, ze cel rozprawy zostal osiggnigty. Hipotezy postawione we Wstepie
zostaty poddane poprawnej i szczegdtowej weryfikacji. Ogélny wydzwiek prezentowanych
wnioskow jest taki, ze modele uczenia glgbokiego w niektorych przypadkach poprawiaja
jako$¢ modeli stop zwrotu, jednak trudno jest o jednoznaczng i og6lng konkluzje odnosnie
ich przewagi nad innymi metodami i bezkrytyczna rekomendacje ich wykorzystania w
kazdym przypadku. Prezentowane analizy sg dojrzate, Autor sprawnie operuje narz¢dziami
ilosSciowymi 1 czytelnie opisuje osiggniete wnioski. Praca jest napisana do$¢ ladnym
jezykiem, a sposob prowadzenia wywodu naukowego dowodzi rozleglej wiedzy Autora.
Dotyczy ona zarowno zaawansowanych narzedzi uczenia maszynowego, jak i zagadnien
klasycznej ekonometrii finansowej. W pracy dostrzegam umiejetnos¢ krytycznego myslenia
— przestawione wnioski badawcze s3 odpowiednio wywazone, z wyraznym
zaakcentowaniem zarowno zalet nowatorskich narzedzi, jak 1 zwigzanych z nimi
watpliwosci 1 ograniczen. Doceniam rdwniez ewidentng pracochtonno$¢ przeprowadzonych
analiz, zwigzang z konieczno$cig samodzielnego oprogramowania lub dostosowania
istniejagcych kodow w jezyku R lub Python. Nota bene, sugerowalabym rozwazenie
upublicznienia tych autorskich kodéw celem rozpowszechnienia stosowanych metod,
szczegoblnie, ze ,,Stworzenie autorskich kodow umozliwiajacych przeprowadzenie badah z

wykorzystaniem sieci uczenia glebokiego” to jeden ze szczegdélowych celow niniejszej

rozprawy.
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Pytania i komentarze

Ponizej przedstawiam pytania i uwagi, ktore w zasadniczej cze¢$ci majg charakter
polemiczny i nie umniejszaja mojej pozytywnej oceny dysertacji.

(1) Ocena trafnosci prognoz punktowych zmienno$ci na podstawie réznorodnych
modeli parametrycznych GARCH oraz modeli hybrydowych dokonywana jest na
podstawie wartosci bledow Sredniokwadratowych ex post (MSE). Poniewaz
»rzeczywista” zmienno$¢ nie jest obserwowalna, Autor poréwnuje warto$ci
prognozowane z pewnym estymatorem zmienno$ci, ktory bierze pod uwage
obserwowane w dniu prognozy ceny otwarcia i zamknigcia, a takze ceny najwyzsze
1 najnizsze w tym dniu. Poréwnanie duzej liczby konkurencyjnych prognoz miatoby
wigksza warto$¢ informacyjna, gdyby Autor pokusit si¢ o ustalenie dla nich
swoistego rankingu popartego wnioskowaniem statystycznym. Poniewaz r6znice w
wielkos$ci btedéw prognoz nie wydaja si¢ znaczace, to mogtoby si¢ okazaé, ze czes¢
modeli nalezy uzna¢ za jednakowo dobre. Przyktadem takich analiz jest zbudowanie
tzw. zbioru ufnosci dla modeli (MCS, model confidence set), zgodnie z procedura
Hansena, Lunde 1 Nasona (2011). Jestem réwniez ciekawa, czy zdaniem Autora,
ranking poréwnujacy modele mogtby mie¢ inng posta¢, gdyby do pordéwnania
zastosowano inny estymator zmiennosci (np. zmienno$¢ zrealizowana obliczong na
podstawie sroddziennych stép zwrotu)?

(2) Testowanie wsteczne warto$ci zagrozonej przeprowadzone jest na podstawie testoOw
Kupca i Christoffersena. O ile testy te sa standardowym narzgdziem weryfikacji, to
test Christoffersena krytykowany jest ze wzgledu na fakt, ze $cisle bazuje na procesie
Markowa pierwszego rzedu. Do bardziej wiarygodnego porownania jakosci
prognostycznej modeli zabraklo szerszej palety testow statystycznych badajacych
czy przekroczenia VaR nie zalezg od szerszego zbioru informacji (takiego jak
bardziej odlegle w czasie przekroczenia VaR, czy tez warunki rynkowe
aproksymowane przez wielko$¢ prognoz VaR). Przyktadowym narzedziem sa w tym
kontekscie testy Dynamic Quantile (DQ) Engle’a i Manganelli (2004).

(3) Zaletag modeli uczenia glgbokiego jest mozliwos¢ wykorzystania duzych zbiorow
zmiennych jako ,,wej$¢” sieci stuzacej prognozowaniu miar ryzyka. Ciekawa jestem

zdania Autora na temat mozliwosci rozszerzenia tego zbioru o dodatkowe zmienne

www.sgh.waw.pl Instytut Ekonometrii, Szkota Gtéwna Handlowa w Warszawie, al. Niepodlegtosci 162,
02-554 Warszawa tel.: +48 22 564 92 56, ie@sgh.waw.pl, www.sgh.waw.pl/ie



(précz oszacowan zmiennos$ci), ktore miatyby warto$¢ prognostyczng dla wartosci
zagrozonej (np. zakresy cen, zmienno$¢ implikowana z cen opcji, zmienno$¢
zrealizowana)?

(4) Mimo, ze Autor korzysta z metod uczenia glebokiego do prognozowania miar
zmiennosci 1 ryzyka, sama konstrukcja miar ryzyka jest $cisle zwigzana zatozeniami
dotyczacymi parametryzacji rozkltadow stop zwrotu. Tym samym, warto$¢
zagrozona jest w rozprawie definiowana jako odpowiedni kwantyl rozktadu
normalnego, rozktadu t-Studenta lub skos$nego rozktadu t-Studenta (o odpowiednio
sparametryzowanych momentach warunkowych). Nawet jesli dynamika tychze
momentéw zostaje poprawnie scharakteryzowana za pomocg metod uczenia
sieciowego, nicadekwatne prognozy VaR wynika¢ moga z wyboru rodzaju rozktadu.
Czy zatem mozliwym i racjonalnym rozwigzaniem powyzszego problemu mogtoby
by¢ uczenie sieci stricte pod katem prognozy VaR (kwantyla warunkowego), gdzie
funkcja straty miataby posta¢ analogiczng do problemu regresji kwantylowej?

(5) W przypadku modeli punktowych prognoz stop zwrotu zabrakto mi porownania
jakosci prognoz generowanych przez sieci neuronowe z prognozami z modeli klasy
ARMA oraz z czgsto stosowanym ,.benchmarkiem”, czyli procesem btadzenia

przypadkowego dla logarytmow cen.

Jako drobng uwage nalezy wskazaC, ze niektoére wzory nie zostaly catkiem
bezblednie opisane. Na przyktad, we wzorach (2.21)-(2.23) komponent ARMA(p,q) ma taka
samg strukture opoznien jak komponent GARCH(p,q). Nota bene, nastepnie struktura
op6znien modelu ARMA ma postac ARMA(k,m). W réwnaniu (2.23) brakuje indeksu
dolnego t przy symbolu o. We wzorze (2.52) zamiast definiowanego symbolu & (dla
sktadnika losowego), pojawia si¢ niewyjasniony symbol z. Niekiedy wartosci zmiennych
losowych przedstawiane sg matg litera, nickiedy wielka. Przed ewentualng publikacja
rozprawy warto bytoby to ujednolicié.

W pracy zdarzajg si¢ drobne niezrecznos$ci jezykowe natury znaczeniowej lub
formalnej. Nie podoba mi si¢ np. okreslenie ,,prognozowanie instrumentéow finansowych”,
poniewaz nie jest jasne jakie zmienne Autor ma w tym przypadku na mysli — czy
prognozowanie cen, czy stop zwrotu, czy warunkowej wariancji stop zwrotu, czy moze
wielko$ci obrotu instrumentami finansowymi? Co istotne, od wyboru takiej zmiennej zalezy

takze wybor metody badawczej. Dosy¢ czesto w rozprawie zdarzajg sie literowki, np.
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»synergia (...) mozliwa do dosiggnigcia” (s. 2; powinno by¢ ,,do osiagnigcia”), ,,McNeil i
Fray” (s. 160, 163; powinno by¢ ,,McNeil i1 Frey”), ,,dane z estymatora” (s. 110, lepiej
brzmiatoby ,,uzyskane na podstawie estymatora”). W lekturze przeszkadzato mi réwniez
niekonsekwentne podej$cie do odmiany cytowanych nazwisk, np. ,.(...) do dalszego rozwoju
dyscypliny przyczynily si¢ prace Mandelbrot [1963], Fama [1965a], Engle [1982] (...)” (s.

13) i ,,Rozwigzanie to, zaproponowane przez Schustera i Paliwala [1997] (...)” (s. 69).

Konkluzja

Podsumowujac, stwierdzam, ze rozprawa doktorska mgr. Jakuba Michankowa
»Metody uczenia glebokiego w prognozowaniu finansowych szeregéw czasowych” w petni
spetnia kryteria stawiane rozprawom doktorskim okre§lone w art. 187 Ustawy z dnia 20
lipca 2018 r. Prawo o szkolnictwie wyzszym i nauce (Dz. U. z 2022 r. poz. 574). Doktorant
podjat si¢ badania oryginalnego i waznego problemu naukowego, ktéry rozwigzat w sposob
rzetelny. W rozprawie doktorskiej wykazat si¢ umiejetnosciag prowadzenia samodzielnej i
pracochtonnej pracy naukowej, wymagajacej opanowania nowatorskich narzedzi

ilosciowych. Niniejszym wnosze¢ o przyjecie rozprawy do publicznej obrony.
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