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Recenzja
rozprawy doktorskiej mgr Grzegorza Miguta
pt. ,,Identyfikacja optymalnej §ciezki budowy modeli data mining w obszarze
retencji klientow”
napisanej pod kierunkiem naukowym dr hab. Mariusza Lapczynskiego

1. Podstawa opracowania recenzji

Podstawa opracowania recenzji jest pismo z dnia 30 pazdziernika 2023 Dyrektora Szkoty
Doktorskiej Uniwersytetu Ekonomicznego w Krakowie prof. dr hab. inz. Stanistawa Popeka w
sprawie powierzenia mi obowigzkdéw recenzenta rozprawy doktorskiej mgr Grzegorza Miguta.

2. Ocena wyboru tematyki badawczej, celu i hipotez badawczych

Autor podjat w rozprawie probe opisania problematyki budowy modeli retencji klientow z
wykorzystaniem metod eksploracji danych. Jest to niezwykle wazne zagadnienie zarowno w
zakresie naukowym jaki i zastosowan praktycznych w biznesie. W tym kontek$cie wybor
tematyki rozprawy uwazam za bardzo dobry.

We Wstepie rozprawy zdefiniowano jej cel glowny jako identyfikacje determinant
wplywajacych na jako$¢ modeli migracji klientéw oraz okreslono 6 celi dodatkowych. Te
zadania zrealizowano poprzez budowe modelu retencji w wykorzystaniem rzeczywistych
danych empirycznych udost¢pnionych przez nie okreslone z nazwy przedsigbiorstwo.
Zastosowana procedura badan polegata na wykonaniu szereg badan symulacyjnych, w ramach
ktorych kazdy z modeli byt budowany z godnie z metodyka CRISP-DM. Jako punkt odniesienia
przyjeto model zbudowany z wykorzystaniem regresji liniowej, ktéry byt porownywany z
modelami zrealizowanymi z wykorzystaniem algorytméw drzew decyzyjnym (w tym drzew
wzmacnianych zgodnie z podejsciem XGBoost, co jest bardzo dobrym wyborem) oraz sieci
neuronowych (wielowarstwowy perceptron).



Rozprawa doktorska miata na celu znalezienia metody rozwigzania problemu naukowego
(wynik metodyczny). Dobor celow badawczych jest poprawny. Na szczegdlne wyrdznienie
zasluguje cel numer:

2 dotyczacy m.in. poprawnego doboru technik selekcji zmiennych.

4 dotyczacy analizy porownawczej wybranych metod budowy modelu retencji
klientow.

6 tj. wykazanie mozliwo$ci budowy modeli o zadowalajacej jakosci za pomocg metod,
w ktorych wynikowy model moze podlegac interpretacji, czyli objasnianiu swoich
decyzji. Jest to wazne zagadnienie badawcze, ktore obecnie implikuje szereg badan
naukowych zwigzanych z proba wydobywania interpretowalnej wiedzy z modeli typu
black box. Wykazanie, ze mozliwe jest budowanie akceptowalnych jakosciowo modeli
retencji z wykorzystanie modeli interpretowalnych byloby istotnym osiggni¢ciem
badawczym.

3. Ocena poprawnosci struktury rozprawy oraz jej zawarto$ci merytorycznej

Recenzowana rozprawa doktorska liczy 251 stron, a tacznie z bibliografig oraz stosownymi
spisami i zalgcznikami 272 strony. W pracy oméwiono kolejne etapy procesu budowy modelu
retencji: formalizacj¢ zmiennych zaleznych i niezaleznych, zebranie i przygotowanie zbiorow
danych, budowa modelu, oraz proces walidacji i testowania modelu. Struktura pracy jest
poprawna. Na szczegdlne uznanie zastluguje zwrdcenie uwagi i omowienie:

Systeméw klasy CRM i1 w tym kontek$cie szczegétowe omowienie modeli CLV
(Customer Livetime Value (CLV) oraz modelu ACURA w Rozdziale 1.

Problemu niejednorodnych zbiorow danych oraz niezbilansowanych rozktadow
zamiennej zaleznej w Rozdziale 2.

Zagadnienia doboru zmiennych i strategii wybory hiperparametréw w Rozdziale 3. W
tym rozdziale autor podkresla tez istotny problem zanikajacego gradientu w sieciach
neuronowych wielowarstwowych.

Strategii walidacji oraz metod punktow odcigcia cut-off w Rozdziale 4.

Identyfikacja czynnikéw wpltywajacych na jako§¢ modeli w Rozdziale 5.

W ramach rozprawy autor dokonat nastepujacych oryginalnych odkry¢ zastlugujacych na
podkreslenie:

Brak wptywu transformacji zmiennych na jako$¢ modelu za wyjatkiem modeli
opartych na regresji liniowej.

Istotno$¢ zmiennych pochodnych.

Waznos¢ doboru hiperparametrow co jest zgodne z badaniami naukowymi w tym
zakresie.

Pozytywny (na modele intepretowane) 1 negatywny (na modele nieintepretowane)
wplyw segmentacji zbioru danych.

Pozytywny wplyw agregacji na jakos¢ modeli z wyjatkiem regresji liniowe;.
Identyfikacja adekwatnej metody selekcji zmiennych dla modeli regresji logistycznej,
ktora wykorzystuje podejscie LASSO w potaczeniu z technikg Branch & Bound.



4. Uwagi merytoryczne do tresci rozprawy
Uwagi krytyczne i polemiczne:

e We Wstepie okreslono jeden z celow jako wypetnienie luki badawczej w obszarze
jakos$ci modeli retencji klientow. Aby okresli¢ luke badawcza nalezy dogtebnie
okresli¢ aktualny stan wiedzy w danym obszarze, zidentyfikowa¢ problemy i w tym
kontekscie zaproponowaé wiasne rozwigzanie. To zadanie nie zostato zrealizowane z
nalezyta dociekliwo$cig naukow3.

e Autor uzywa w swojej dysertacji pojecia retencji (np. w tytule), migracji (np. str. 52)
oraz churn (np. str. 249). Nie jest klarowne czy autor traktuje te pojecia jako
synonimy, czy tez w zaleznosci od kontekstu te pojecia maja rézne interpretacje. Ten
brak precyzji nomenklaturowej bardzo utrudnia zrozumienie pracy.

e Istotny kontekst Sztucznej Inteligencji (SI) (Rozdziat 1.6) zostat opisany bardzo
powierzchownie 1 kontrowersyjnie. Autor twierdzi, ze SI wywodzi czy tez jest
inspirowana statystyka matematyczna, co wskazuje na brak doglebnej znajomosci tej
tematyki. Podobna powierzchownos$¢ dotyczy tematyki powstania Deep Learning.
Niezrozumiate jest, ze w tak kluczowe pojgcie w dysertacji jak Data Mining nie jest
omawiane 1 definiowane w oparciu o pionierskie artykuty takich kluczowych autorow
jak: Usama Fayyad, Gregory Piatetsky-Shapiro oraz Padhraic Smyth.

¢ Fundamentalnym zagadnieniem w omawianej pracy jest definicja, sposoéb formalizacji
oraz dyskusja na temat zmiennej zaleznej w modelach retencji klientow, czyli opisana
na stronie 55 zmienna binarna: lojalny/nielojalny klient. Cate to kluczowe zagadnienie
jest omdwione pobieznie w jednym paragrafie w odwotaniu do wilasnej publikacji.
Brakuje tutaj omowienia jak historycznie w literaturze naukowej jest ta zmienna byla
definiowana i jak ja poprawnie formalizowa¢ w praktycznych zastosowaniach, w
kontekscie analizy wad 1 zalet r6znych sposobow formalizacji.

e Rozdziat 3 dotyczy budowy optymalnego modelu klasyfikacji i wedlug autora model
jest optymalny, jezeli dobor zmiennych, hiperparametrow, itp. bedzie optymalny. Jest
to bardzo nieformalne rozumienie poj¢cia optymalnos¢ (tego zagadnienia dotycza tez
moje uwagi w nastepnym punkcie) zaktadajace, ze docelowy model bedzie optymalny
jezeli w trakcie jego budowy i wyboru najlepszego modelu wykonywano quasi
optymalne dzialania. Jest to o tyle razace, ze ramach w teorii rozpoznawania obrazéw
jest jednoznacznie zdefiniowany klasyfikator optymalny i znana jest jego postac, jesli
tylko posiadamy (co w praktyce jest watpliwe) rozktady prawdopodobienstw
warunkowych wystgpienia obiektu pod warunkiem danej klasy.

e Tytul pracy odwotuje si¢ do pojecia ,,identyfikacji optymalnej Sciezki budowy modeli”
1 jest to tematyka Rozdziatu 5. Autor nie zdefiniowal pojecia ,,optymalnej Sciezki” i
uzywa pojecia optymalizacja w sposéb nieformalny. Formalnie zadanie optymalizacji
wymaga sformulowania ilo§ciowej funkcji celu 1 jej maksymalizacj¢/minimalizacje¢
przy okreslonych ograniczeniach. Uzywanie tego pojecia jest zatem niepotrzebnym
naduzyciem, nadajagcym pozorny charakter wigkszej ,,naukowosci” rozprawy.

e (Celem dodatkowym numer 6 pracy jest moéwienie mozliwosci budowy modeli
objasnianych (tzw. white vox), ktore bytyby konkurencyjne do modeli trudnych do



interpretacji typu black box. W tym kontekscie (oraz takze czynnikéw okreslajgcych
jako$¢ modeli) zadziwiajaca jest powierzchowna i skrotowa analiza. Ta kluczowa
czg$¢ rozprawy nie jest opisana w osobnym podrozdziale tylko w ramach rozdziatu
5.6 o sieciach neuronowych! I tak:

o Na stronie 247 w tabeli 37, ktorej wiersz z nazwami kolumn jest nieczytelny,
przedstawiono na zasadzie binarnej (+/-) czynniki wptywajace na jako$¢
modeli.

o Na stronie 248 przedstawiono analiz¢ porownawczg modeli (rysunek 93),
ktéra jest ograniczono tylko do krzywych ROC (brak klasycznych
wskaznikow takich jak accuracy, recall, itp.) i nie wykazano czy te roznice sg
faktycznie statystycznie istotne, co byloby przestanka do wyciggania
wiarygodnych konkluzji.

Faktem jest, ze to zagadnienie jest takze podsumowane w Zakonczeniu, niemniej brak

jednoznacznego odwotywania si¢ do celow pracy utrudnia ocen¢ pracy badawczej autora.

5.

Cel dodatkowy numer 6 jest tez dobry przyktadem braku dojrzate; metodologii
badawczej. Autor na stronie 250 stwierdza, ze ,,badanie nie wykazato zatem
mozliwosci budowy modeli za pomocg metod interpretowalnych przez badacza,
poréwnywalnych z zaawanasowanymi metodami nieinterpretowalnymi”. Faktem jest,
ze ten wynik jest zgodny z aktualnymi badaniami naukowymi w tym zakresie.
Niemniej taki wniosek jest wyciagnigty na podstawie jednego badania i faktycznie jest
prawdziwy dla tego konkretnego badania. Niemniej praca naukowa ma zwykle na celu
podjecie proby generalizacji, czy zatem to badanie w zakresie dost¢pnego (jednego)
zbioru danych i uzytych metod daje podstawy do jaki§ wnioskow ogdlniejszych na
temat jakimi metodami budowac¢ modele retencji klientéw? Niestety autor nie
podejmuje krytycznej dyskusji na ten temat ponad stwierdzenie o ,,dotozeniu
wszelkich staran, aby wybra¢ zbior danych o zlozonosci jak najbardziej zblizonej do
rzeczywistych zbiorow danych, w ktorym wystepowatyby cechy statystyczne typowe
dla tego typu zjawisk™.

W pracy brakuje odwotania waznych trendow rozwojowych i probleméw naukowych
zwigzanych z rozwojem metod maszynowego uczenia i bezposrednio zwigzanych z
tematyka rozprawy tj.

o Alligment problem — czyli budowa modelu zgodnego z oczekiwaniem
projektanta 1 w tym konteks$cie np. nieoczekiwanych zachowan systemu w
przypadku uzycia ztozonych funkcji kosztu.

o MLOps — czyli pelnowymiarowe zarzadzanie cyklem zycia modeli eksploracji
danych i w tym kontekscie na przyktad problem aktualizacji modeli, ktory jest
catkowicie pomini¢ty w rozprawie.

o Bias—variance tradeoff — czyli problem nadmiernego dopasowania, kluczowy
w kontek$cie wspomnianej w rozprawie generalizacji modelu (strona 5)

Syntetyczna ocena rozprawy i konkluzja koncowa

Doktadnie tak jak jest wspomniane w Zakonczeniu ,,proces budowy modelu retencji
klientow jest zadaniem wieloetapowym i ztozonym”. To trudne wyzwanie zostato poprawnie



przedstawione W recenzowane] rozprawie, przedstawiono adekwatng metodyke i
zaproponowano oryginalne autorskie rozwigzania. Jest to istotne nie tylko w kontekscie
wartosci naukowej, ale tez, co nalezy podkresli¢, stanowi olbrzymig warto$¢ dla praktyki
zarzadzania relacjami z klientami w realnym biznesie, zwlaszcza w takich branzach jak
bankowo$¢, ubezpieczenia i1 telekomunikacja. Podajac zatem ocenie calo$¢ pracy uwazam, ze
Doktorant:

1. wykazal si¢ zadawalajaca og6lng wiedza teoretyczng w dyscyplinie nauki o
zarzadzaniu 1 jakoSci,

2. udowodnit, ze posiada akceptowalny poziom umiejetno$¢ samodzielnego prowadzenia
pracy naukowo-badawczej.

3. przedstawil w swojej rozprawie elementy oryginalnego rozwigzania w zakresie
wykorzystania wiasnych badan naukowych.

Catos$ciowa ocena recenzowanej rozprawy doktorskiej jest pozytywna. Recenzowana praca
doktorska dotyczy waznego problemu o istotnym znaczeniu poznawczym. Doktorant wykazat
si¢ dobrag znajomos$ciag badanej problematyki. Dysertacja jest, jak juz wspomniatem,
szczegoOlnie istotna z praktycznego punktu widzenia.

Reasumujac stwierdzam jednoznacznie, ze pomimo zgloszonych zastrzezen i uwag,
rozprawa doktorska mgr Grzegorza Miguta speilnia ustawowe wymogi stawiane pracom

doktorskim. Konkludujac wnosz¢ o przyjecie recenzowanej rozprawy doktorskiej dopuszczenie
jej do publicznej obrony.
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